constant sign solutions for double phase problems with superlinear nonlinearity

Leszek Gasinski and Patrick Winkert

Abstract. We study parametric double phase problems involving superlinear nonlinearities with a growth that need not necessarily be polynomial. Based on truncation and comparison methods the existence of two constant sign solutions is shown provided the parameter is larger than the first eigenvalue of the p-Laplacian. As a result of independent interest we prove a priori estimates for solutions for a general class of double phase problems with convection term.

1. Introduction

Given a bounded domain \( \Omega \subseteq \mathbb{R}^N \), \( N \geq 2 \), with a \( C^2 \)-boundary \( \partial \Omega \), we consider the following double phase problem

\[
-\text{div} \left( |\nabla u|^{p-2} \nabla u + \mu(x)|\nabla u|^{q-2} \nabla u \right) = \lambda |u|^{p-2}u - f(x, u) \quad \text{in } \Omega,
\]

\[
u = 0 \quad \text{on } \partial \Omega,
\]

where \( 1 < p < q < N \), \( \lambda > 0 \) is a parameter specified later, the function \( \mu: \Omega \to [0, \infty) \) is supposed to be Lipschitz continuous and \( f: \Omega \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function, that is, \( x \mapsto f(x, s) \) is measurable for all \( s \in \mathbb{R} \) and \( s \mapsto f(x, s) \) is continuous for almost all (a.a.) \( x \in \Omega \).

The main goal of this paper is an existence result for problem (1.1) which provides two constant sign solutions, one positive and the other negative. The novelty of our work is the fact that the nonlinearity \( f: \Omega \times \mathbb{R} \to \mathbb{R} \) is only \((p-1)\)-superlinear at infinity, \((p-1)\)-sublinear near zero and bounded on bounded sets. No polynomial growth condition or any monotonicity condition is needed in our proof which is in contrast to other works in this direction, see for example the recent paper of Gasinski-Papageorgiou [11, Proposition 3.4]. In addition, we present a priori bounds for weak solutions of problem (1.1) which are based on the recent work of Marino-Winkert [18] by applying Moser’s iteration.

Problems of type (1.1) have an interesting phenomena because the operator on the left-hand side is the so-called double phase operator whose behavior switches between two different elliptic situations depending on the values of the weight function \( \mu: \Omega \to [0, \infty) \). In other words, the behavior of the operator is controlled by the sets \( \{x \in \Omega: \mu(x) = 0\} \) and \( \{x \in \Omega: \mu(x) \neq 0\} \).

Zhikov was one of the first who introduced such classes of operators to describe models of strongly anisotropic materials, see [26], [27], [28] and also the monograph
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of Zhikov-Kozlov-Oleinik [29]. The main idea was the introduction of the functional
\[ u \mapsto \int (|\nabla u|^p + \mu(x)|\nabla u|^q) \, dx, \quad (1.2) \]
in order to describe such phenomena. Such functionals have been intensively studied in the past decade. We refer to the papers of Baroni-Colombo-Mingione [2], [3], [5], Baroni-Kussi-Mingione [4], Colombo-Mingione [8], [9] and the references therein concerning the regularity. We also point out that the integrals of the form (1.2) arise in the context of functionals with non-standard growth; see the works of Cupini-Marcellini-Mascolo [10] and Marcellini [16], [17].

The existence of solutions for classes of problem (1.1) has only been studied by few authors. Perera-Squassina [22] proved the existence of a solution of problem (1.1) by applying Morse theory where they used a cohomological local splitting to get an estimate of the critical groups at zero. The corresponding eigenvalue problem of the double phase operator with Dirichlet boundary condition was treated by Colasuonno-Squassina [7], who proved the existence and properties of related variational eigenvalues. By applying variational methods, Liu-Dai [15] treated double phase problems and proved existence and multiplicity results, also sign-changing solutions. A similar treatment has been recently done by Gasiński-Papageorgiou [11, Proposition 3.4] via the Nehari manifold method. We point out that the proof for the constant sign solutions in [11] needs an additional monotonicity condition which can be avoided in our work. Furthermore, we refer to a recent work of the authors [12] which shows the existence of at least one solution of problems of type (1.1) by applying the surjectivity result for pseudomonotone operators. This can be realized by an easy condition on the convection term, in addition to the usual growth condition. Finally we refer to works which are very related to our topic dealing with types of double phase problems. We mention, for example, Bahrouni-Rădulescu-Repovš [1], Cencelj-Rădulescu-Repovš [6], Papageorgiou-Rădulescu-Repovš [19], [20], Papageorgiou-Scapellato [21], Zhang-Rădulescu [25] and the references therein. We also refer to the interesting overview article of Rădulescu [24] concerning isotropic and anisotropic double phase problems.

Our results are mainly based on truncation and comparison methods combined with the representation of the first eigenvalue of the $p$-Laplacian with homogeneous Dirichlet boundary condition, see (2.4) in Section 2. Moreover, the $L^\infty$-bounds for weak solutions stated in Section 3 are based on Moser’s iteration and give a priori bounds for a very general setting of problem (1.1) including convection term, see (3.1).

2. Preliminaries

By $L^r(\Omega)$ and $L^r(\Omega; \mathbb{R}^N)$ we denote the usual Lebesgue spaces endowed with the norm denoted by $\| \cdot \|_r$ for $1 \leq r \leq \infty$ while $W^{1,r}(\Omega)$ and $W^{1,r}_0(\Omega)$ are the Sobolev spaces equipped with the norms denoted by $\| \cdot \|_{1,r}$ and $\| \cdot \|_{1,r,0}$, respectively, for $1 \leq r \leq \infty$.

Let $1 < p < q < N$ and suppose
\[ \frac{q}{p} < 1 + \frac{1}{N}, \quad \mu : \overline{\Omega} \to [0, \infty) \text{ is Lipschitz continuous.} \quad (2.1) \]
Let \( \mathcal{H} : \Omega \times [0, \infty) \to [0, \infty) \) be the function
\[
(x, t) \mapsto t^p + \mu(x)t^q.
\]
Then, the Musielak-Orlicz space \( L^\mathcal{H}(\Omega) \) is defined by
\[
L^\mathcal{H}(\Omega) = \left\{ u \mid u : \Omega \to \mathbb{R} \text{ is measurable and } \rho_\mathcal{H}(u) := \int_\Omega \mathcal{H}(x, |u|) \, dx < +\infty \right\}
\]
equipped with the Luxemburg norm
\[
\|u\|_\mathcal{H} = \inf \left\{ \tau > 0 : \rho_\mathcal{H} \left( \frac{u}{\tau} \right) \leq 1 \right\}.
\]
With this norm, it is clear that the space \( L^\mathcal{H}(\Omega) \) is uniformly convex and so reflexive.

Moreover, we introduce the seminormed space
\[
L^q_\mu(\Omega) = \left\{ u \mid u : \Omega \to \mathbb{R} \text{ is measurable and } \int_\Omega \mu(x)|u|^q \, dx < +\infty \right\}
\]
endowed with the seminorm
\[
\|u\|_{q, \mu} = \left( \int_\Omega \mu(x)|u|^q \, dx \right)^{\frac{1}{q}}.
\]

We know from Colasuonno-Squassina [7, Proposition 2.15 (i), (iv) and (v)] that the embeddings
\[
L^q(\Omega) \hookrightarrow L^\mathcal{H}(\Omega) \hookrightarrow L^p(\Omega) \cap L^q_\mu(\Omega)
\]
are continuous. A simple calculation shows that
\[
\min \left\{ \|u\|_p, \|u\|_{q, \mu} \right\} \leq \|u\|_p^p + \|u\|_{q, \mu}^q \leq \max \left\{ \|u\|_\mathcal{H}^p, \|u\|_\mathcal{H}^q \right\}
\]
for all \( u \in L^\mathcal{H}(\Omega) \). By \( W^{1, \mathcal{H}}(\Omega) \) we denote the corresponding Sobolev space which is defined by
\[
W^{1, \mathcal{H}}(\Omega) = \left\{ u \in L^\mathcal{H}(\Omega) : |
abla u| \in L^\mathcal{H}(\Omega) \right\}
\]
equipped with the norm
\[
\|u\|_{1, \mathcal{H}} = \|\nabla u\|_\mathcal{H} + \|u\|_\mathcal{H},
\]
where \( \|\nabla u\|_\mathcal{H} = \|\nabla u\|_\mathcal{H} \).

The completion of \( C^\infty_0(\Omega) \) in \( W^{1, \mathcal{H}}(\Omega) \) is denoted by \( W^{1, \mathcal{H}}_0(\Omega) \) and due to (2.1) we have an equivalent norm on \( W^{1, \mathcal{H}}_0(\Omega) \) given by
\[
\|u\|_{1, \mathcal{H}, 0} = \|\nabla u\|_\mathcal{H},
\]
see Proposition 2.18 in Colasuonno-Squassina [7]. Since both spaces \( W^{1, \mathcal{H}}(\Omega) \) and \( W^{1, \mathcal{H}}_0(\Omega) \) are uniformly convex, we know that they are reflexive Banach spaces.

From Colasuonno-Squassina [7, Proposition 2.15] we have the compact embedding
\[
W^{1, \mathcal{H}}_0(\Omega) \hookrightarrow L^r(\Omega)
\]
for each \( 1 < r < p^* \), where \( p^* \) is the critical exponent to \( p \) given by
\[
p^* := \frac{Np}{N - p}.
\]
A direct consequence of (2.2) leads to the following inequalities
\[
\min \left\{ \|u\|_{1, \mathcal{H}, 0}^p, \|u\|_{1, \mathcal{H}, 0}^q \right\} \leq \|\nabla u\|_p^p + \|\nabla u\|_{q, \mu}^q \leq \max \left\{ \|u\|_{1, \mathcal{H}, 0}^p, \|u\|_{1, \mathcal{H}, 0}^q \right\}
\]
for all \( u \in W_{0}^{1,\mathcal{H}}(\Omega) \).

As usual, we denote by \( C_{0}^{1}(\overline{\Omega}) \) the ordered Banach space
\[
C_{0}^{1}(\overline{\Omega}) = \{ u \in C^{1}(\overline{\Omega}) : u|_{\partial\Omega} = 0 \},
\]
with positive cone \( C_{0}^{1}(\overline{\Omega})_{+} = \{ u \in C_{0}^{1}(\overline{\Omega}) : u(x) \geq 0 \ \forall x \in \overline{\Omega} \} \).

This cone has a nonempty interior given by
\[
\text{int} \left( C_{0}^{1}(\overline{\Omega})_{+} \right) = \left\{ u \in C_{0}^{1}(\overline{\Omega}) : u(x) > 0 \ \forall x \in \Omega \text{ and } \frac{\partial u}{\partial n}(x) < 0 \ \forall x \in \partial\Omega \right\},
\]
where \( n = n(x) \) is the outer unit normal at \( x \in \partial\Omega \).

Next, let us recall some basic facts about the spectrum of the negative Dirichlet \( r \)-Laplacian with \( 1 < r < \infty \). We consider the problem
\[
\begin{align*}
-\Delta_{r} u = \lambda |u|^{r-2}u & \quad \text{in } \Omega, \\
u = 0 & \quad \text{on } \partial\Omega.
\end{align*}
\]
A number \( \lambda \in \mathbb{R} \) is an eigenvalue of \( (-\Delta_{r}, W_{0}^{1,r}(\Omega)) \) if problem (2.4) has a nontrivial solution \( u \in W_{0}^{1,r}(\Omega) \) which is called an eigenfunction corresponding to the eigenvalue \( \lambda \). We denote by \( \sigma_{r} \) the set of eigenvalues of \( (-\Delta_{r}, W_{0}^{1,r}(\Omega)) \). We know that the set \( \sigma_{r} \) has a smallest element \( \lambda_{1,r} \) which is positive, isolated, simple and it can be variationally characterized through
\[
\lambda_{1,r} = \inf \left\{ \frac{\|\nabla u\|_{r}^{r}}{\|u\|_{r}^{r}} : u \in W_{0}^{1,r}(\Omega), u \neq 0 \right\}.
\]

We refer to Lê [13] as a reference for these properties. In what follows we denote by \( u_{1,r} \) the \( L^{r} \)-normalized (i.e., \( \|u_{1,r}\|_{r} = 1 \)) positive eigenfunction corresponding to \( \lambda_{1,r} \). The nonlinear regularity theory and the nonlinear maximum principle imply that \( u_{1,r} \in \text{int} \left( C_{0}^{1}(\overline{\Omega})_{+} \right) \), see Lieberman [14] and Pucci-Serrin [23].

Let \( A : W_{0}^{1,\mathcal{H}}(\Omega) \rightarrow W_{0}^{1,\mathcal{H}}(\Omega)^{*} \) be the operator defined by
\[
\langle A(u), v \rangle_{\mathcal{H}} := \int_{\Omega} \left( |\nabla u|^{p-2}\nabla u + \mu(x)|\nabla u|^{q-2}\nabla u \right) \cdot \nabla v \, dx,
\]
for \( u, v \in W_{0}^{1,\mathcal{H}}(\Omega) \), where \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) is the duality pairing between \( W_{0}^{1,\mathcal{H}}(\Omega) \) and its dual space \( W_{0}^{1,\mathcal{H}}(\Omega)^{*} \). The properties of the operator \( A : W_{0}^{1,\mathcal{H}}(\Omega) \rightarrow W_{0}^{1,\mathcal{H}}(\Omega)^{*} \) are summarized in the following proposition, see Liu-Dai [15].

**Proposition 2.1.** The operator \( A \) defined by (2.5) is bounded, continuous, monotone (hence maximal monotone) and of type (S+).

The norm of \( \mathbb{R}^{N} \) is denoted by \( |\cdot| \) and \( \cdot \) stands for the inner product in \( \mathbb{R}^{N} \). For \( s \in \mathbb{R} \), we set \( s^{\pm} = \max\{\pm s, 0\} \) and for \( u \in W^{1,\mathcal{H}}(\Omega) \) we define \( u^{\pm}(\cdot) = u(\cdot)^{\pm} \). It is well known that
\[
u^{\pm} \in W^{1,\mathcal{H}}(\Omega), \quad |u| = u^{+} + u^{-}, \quad u = u^{+} - u^{-}.
\]
3. A priori estimates for double phase problems

In this section we present a priori bounds for double phase problems under very general conditions. Such a result is of independent interest and can be used for several problems of this type. We consider the problem

\[-\text{div} \left( |\nabla u|^{p-2} \nabla u + \mu(x)|\nabla u|^{q-2} \nabla u \right) = g(x, u, \nabla u) \text{ in } \Omega,\]
\[u = 0 \text{ on } \partial \Omega,\]  
(3.1)

where we suppose the following conditions on the function \( g : \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \).

\[\mathcal{H}(g) \text{ is a Carathéodory function satisfying}
|g(x, s, \xi)| \leq c_1|\xi|^{\frac{p-1}{p}} + c_2|s|^{r-1} + c_3,
\]

for \( a.a. \) \( x \in \Omega \), for all \( s \in \mathbb{R} \) and for all \( \xi \in \mathbb{R}^N \) with positive constants \( c_1, c_2, c_3 \) and \( q < r \leq p^* \) where \( p^* \) is the critical exponent stated in (2.3).

A function \( u \in W^{1,H}_0(\Omega) \) is called a weak solution of problem (3.1) if

\[\int_\Omega (|\nabla u|^{p-2} \nabla u + \mu(x)|\nabla u|^{q-2} \nabla u) \cdot \nabla v \, dx = \int_\Omega g(x, u, \nabla u) v \, dx \]  
(3.2)

is satisfied for all test functions \( v \in W^{1,H}_0(\Omega) \).

The following theorem provides the boundedness of weak solutions of problem (3.1).

**Theorem 3.1.** Let \( 1 < p < q < N \) and let hypotheses (2.1) and \( \mathcal{H}(g) \) be satisfied. Then, each weak solution of problem (3.1) belongs to \( L^\infty(\Omega) \).

**Proof.** Let \( u \in W^{1,H}(\Omega) \subseteq W^{1,p}(\Omega) \) be a weak solution of problem (1.1). Since \( u = u^+ - u^- \) we can suppose, without any loss of generality, that \( u \geq 0 \). Let \( h > 0 \) and set \( u_h = \min\{u, h\} \). Then we choose \( v = u_h^\kappa \) with \( \kappa > 0 \) as test function in (3.2). Note that \( \nabla v = \nabla u_h^\kappa + \kappa u_h^{\kappa-1} \nabla u_h \). This gives

\[\int_\Omega |\nabla u|^{p} u_h^\kappa \, dx + \kappa p \int_\Omega |\nabla u|^{p-2} \nabla u \cdot \nabla u_h u_h^{\kappa-1} \, u \, dx
+ \int_\Omega \mu(x)|\nabla u|^{q} u_h^\kappa \, dx + \kappa p \int_\Omega \mu(x)|\nabla u|^{q-2} \nabla u \cdot \nabla u_h u_h^{\kappa-1} \, u \, dx \]  
(3.3)

It is easy to see that the third and fourth integral on the left-hand side of (3.3) are positive. Therefore, we have

\[\int_\Omega |\nabla u|^{p} u_h^\kappa \, dx + \kappa p \int_\Omega |\nabla u|^{p-2} \nabla u \cdot \nabla u_h u_h^{\kappa-1} \, u \, dx \leq \int_\Omega g(x, u, \nabla u) u_h^\kappa \, dx.
\]

Now we can proceed exactly as in the proof of Theorem 3.1 of Marino-Winkert [18, starting with (3.2)] to obtain that \( u \in L^\infty(\Omega) \).
4. Main results

We assume the following hypotheses on the nonlinearity \( f : \Omega \times \mathbb{R} \to \mathbb{R} \):

1. \( f \) is bounded on bounded sets;
2. \[ \lim_{s \to \pm\infty} \frac{f(x,s)}{|s|^{q-2}s} = +\infty \] uniformly for a. a. \( x \in \Omega \);
3. \[ \lim_{s \to 0} \frac{f(x,s)}{|s|^{p-2}s} = 0 \] uniformly for a. a. \( x \in \Omega \).

Example 4.1. The following functions \( f_i : \Omega \times \mathbb{R} \to \mathbb{R} (i = 1, 2, 3) \) satisfy hypotheses \( H(f) \):

\[
\begin{align*}
f_1(x,s) &= a(x)|s|^{r-2}s, \\
f_2(x,s) &= a(x)|s|^{q-2}s \ln(1 + |s|), \\
f_3(x,s) &= \begin{cases} 
|s|^{q-2}se^{-s-1} & \text{if } s < -1, \\
\frac{|s|^p}{2}(s - 1) \cos(s + 1) + s + 1 & \text{if } -1 \leq s \leq 1, \\
(1 + (s - 1)|x|)s^{q-1}e^{s-1} & \text{if } s > 1,
\end{cases}
\end{align*}
\]

where \( a \in L^\infty(\Omega) \) and \( q < r < \infty \).

We say that \( u \in W^{1,H}_0(\Omega) \) is a weak solution of problem (1.1) if it satisfies

\[
\int_{\Omega} \left( ||\nabla u||^{p-2}\nabla u + \mu(x)||\nabla u||^{q-2}\nabla u \right) \cdot \nabla v \, dx = \int_{\Omega} (\lambda|u|^{p-2}u - f(x,u)) \, v \, dx
\]

for all test functions \( v \in W^{1,H}_0(\Omega) \).

Our main existence result reads as follows.

Theorem 4.2. Let \( 1 < p < q < N \), let hypotheses (2.1) and \( H(f) \) be satisfied and assume that \( \lambda > \lambda_{1,p} \). Then problem (1.1) admits at least two nontrivial weak solutions \( u_+, u_- \in W^{1,H}_0(\Omega) \) such that \( u_+ \geq 0 \) and \( u_- \leq 0 \) in \( \Omega \).

Proof. We first note that for each \( a > 0 \), by applying \( H(f)(ii) \), there exists a constant \( M = M(a) > 1 \) such that

\[
f(x,s)s \geq a|s|^q \quad \text{for a. a. } x \in \Omega \text{ and for all } |s| \geq M.
\]

Taking \( a = \lambda \) and a constant function \( \overline{u} \in [M, \infty) \) and using (4.1), \( p < q \) and \( M > 1 \), we have that

\[
0 \geq \lambda \overline{u}^{p-1} - f(x, \overline{u}) \quad \text{for a. a. } x \in \Omega.
\]

Now we introduce the truncation function \( h_+ : \Omega \times \mathbb{R} \to \mathbb{R} \) defined by

\[
h_+(x,s) = \begin{cases} 
0 & \text{if } s < 0, \\
\lambda|s|^{p-1} - f(x,s) & \text{if } 0 \leq s \leq \overline{u}, \\
\lambda \overline{u}^{p-1} - f(x, \overline{u}) & \text{if } s > \overline{u}.
\end{cases}
\]
It is clear that \( h_+ \) is a Carathéodory function. We set \( H_+(x, s) = \int_0^s h_+(x, t) \, dt \) and consider the \( C^1 \)-functional \( \varphi_+ : W^{1, H}_0(\Omega) \to \mathbb{R} \) given by
\[
\varphi_+(u) = \int_\Omega \left[ \frac{1}{p} \lvert \nabla u \rvert^p + \frac{\mu(x)}{q} \lvert \nabla u \rvert^q \right] \, dx - \int_\Omega H_+(x, u) \, dx.
\]
Due to the truncation operator we see that the functional \( \varphi_+ \) is coercive and since the embedding \( W^{1, H}_0(\Omega) \hookrightarrow L^r(\Omega) \) is compact, it is also sequentially weakly lower semicontinuous. Therefore, its global minimizer \( u_+ \in W^{1, H}_0(\Omega) \) exists, that is,
\[
\varphi_+(u_+) = \inf \left[ \varphi_+(u) : u \in W^{1, H}_0(\Omega) \right].
\]
Let us prove that this minimizer is nontrivial. To this end, due to \( H(f)(\cdot) \), we find for each \( \varepsilon > 0 \) a number \( \delta = \delta(\varepsilon) \in (0, \pi) \) such that
\[
F(x, s) \leq \frac{\varepsilon}{p} \lvert s \rvert^p \text{ for a. a. } x \in \Omega \text{ and for all } \lvert s \rvert \leq \delta,
\]
where \( F(x, s) = \int_0^s f(x, t) \, dt \). We recall that \( u_{1,p} \in \text{int} \left( C^0_0(\overline{\Omega})_+ \right) \) and so we can choose \( t \in (0, 1) \) small enough such that \( tu_{1,p}(x) \in [0, \delta] \) for all \( x \in \overline{\Omega} \). Moreover, we know that \( \lVert u_{1,p} \rVert_p = 1 \).

Using this fact, \((4.3), (4.4)\) and the fact that \( \delta < \pi \) we obtain
\[
\varphi_+(tu_{1,p}) = \int_\Omega \left[ \frac{1}{p} \lvert \nabla (tu_{1,p}) \rvert^p + \frac{\mu(x)}{q} \lvert \nabla (tu_{1,p}) \rvert^q \right] \, dx - \int_\Omega H_+(x, tu_{1,p}) \, dx
\]
\[
\leq \frac{tp}{p} \lVert \nabla u_{1,p} \rVert_p^p + \frac{tq}{q} \lVert \nabla u_{1,p} \rVert_{q,\mu}^q - \frac{\lambda tp}{p} + \frac{\varepsilon tp}{p}
\]
\[
\leq \frac{tp \lambda_{1,p}}{p} + \frac{tq}{q} \lVert \nabla u_{1,p} \rVert_{q,\mu}^q - \frac{\lambda tp}{p} + \frac{\varepsilon tp}{p}
\]
\[
= t^p \left[ \lambda_{1,p} - \lambda + \frac{\varepsilon}{p} \right] + \frac{tq}{q} \lVert \nabla u_{1,p} \rVert_{q,\mu}^q.
\]
Since \( \lambda > \lambda_{1,p} \) we can choose \( \varepsilon \in (0, \lambda - \lambda_{1,p}) \) in \((4.5)\) which shows that (note that \( p < q \))
\[
\varphi_+(tu_{1,p}) < 0 = \varphi_+(0) \quad \text{for sufficiently small } t > 0.
\]
Therefore, \( u_+ \neq 0 \).

Since \( u_+ \) is a global minimizer of \( \varphi_+ \) we have \((\varphi_+)'(u_+) = 0\), that is,
\[
\int_\Omega \left( \lvert \nabla u_+ \rvert^p - \mu(x) \lvert \nabla u_+ \rvert^q - \nabla u_+ \cdot \nabla v \right) \, dx = \int_\Omega h_+(x, u_+) v \, dx
\]
(4.6)
for all \( v \in W^{1, H}_0(\Omega) \). Taking \( v = -(u_+)^- \) as test function in \((4.6)\) gives \((u_+)^- = 0\) and so \( u_+ \geq 0 \). Next, we choose \( v = (u_+ - \overline{u})^+ \in W^{1, H}_0(\Omega) \) as test function in \((4.6)\).
This leads to
\[
\int_\Omega \left( \lvert \nabla u_+ \rvert^p - \mu(x) \lvert \nabla u_+ \rvert^q - \nabla u_+ \cdot \nabla (u_+ - \overline{u})^+ \right) \, dx
\]
\[
= \int_\Omega h_+(x, u_+) (u_+ - \overline{u})^+ \, dx
\]
\[
= \int_\Omega (\lambda \overline{u}^{p-1} - f(x, \overline{u})) (u_+ - \overline{u})^+ \, dx
\]
\[
\leq 0,
\]
by (4.2). Hence, from the last inequality we derive
\[
\int_{\{u_+ > \pi\}} |\nabla u_+|^p \, dx + \int_{\{u_+ > \pi\}} \mu(x)|\nabla u_+|^q \, dx \leq 0.
\]
Therefore, \( u_+ \leq \pi \). Then, with view to the truncation function defined in (4.3), we see that \( u_+ \in W^{1,H}_0(\Omega) \cap L^\infty(\Omega) \) is a weak solution of our original problem.

The proof for the negative solution works in a similar way. Indeed, as a conclusion of (4.1), we can choose \( a = \lambda \) and \( v \in (-\infty, -M] \) such that
\[
0 \leq \lambda|v|^{p-2}v - f(x, v)
\]
for a.a. \( x \in \Omega \).

Then, we introduce the truncation \( h_- : \Omega \times \mathbb{R} \to \mathbb{R} \) defined by
\[
h_-(x, s) = \begin{cases} 
\lambda|v|^{p-2}v - f(x, v) & \text{if } s < v, \\
\lambda|s|^{p-2}s - f(x, s) & \text{if } v \leq s \leq 0, \\
0 & \text{if } 0 < s,
\end{cases}
\]
and the \( C^1 \)-functional \( \varphi_- : W^{1,H}_0(\Omega) \to \mathbb{R} \) defined by
\[
\varphi_-(u) = \int_\Omega \left[ \frac{1}{p}|\nabla u|^p + \frac{\mu(x)}{q}|\nabla u|^q \right] \, dx - \int_\Omega H_-(x, u) \, dx,
\]
where \( H_-(x, s) = \int_0^s h_-(x, t) \, dt \). In the same way we prove that \( \varphi_- \) has a global minimizer \( u_- \) which turns out to be a nontrivial, negative, bounded weak solution of (1.1). \( \square \)

**Remark 4.3.** It would also be interesting to obtain sign-changing solutions for problem (1.1). As for now, the methods based on extremal solutions cannot be applied due to the lack of regularity results for double phase problems. Moreover, the application of the Nehari manifold method does not seem to work for our problem because of the sign of the nonlinearity \( f \), compare with the assumption in Gasiński-Papageorgiou [11] and Liu-Dai [15].
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